
Problem Statement
Perspective Argument Retrieval:

On top of the argument retrieval 
problem, also incorporate the
demographic properties of the
argument authors when retrieving 
the arguments

Capture the relevance
of the arguments with 
respect to the query, as 
well as the diversity of 
the argument authors’ 
profiles
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Methodology
1. LLM generates synthetic arguments, whose 

embeddings act as centroids later at the clustering stage
2. A smaller LM is trained to produce embeddings that 

aid (i) a favor/against classification objective and (ii) a 
relevant/irrelevant contrastive objective

Results

Dataset
2019 Swiss general 

elections interview data, 
with social issues and interviewee 
response and socio-cultural 
variables

3. Based on the classifier confidence in the final layer,
bound each cluster to discard irrelevant arguments

4. Sample from the resulting clusters
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