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- Existing vision-language models are often trained for
generating captions.
- This leaves out blind and low-vision individuals in
need of descriptions.
- We created a dataset of diagram descriptions for
training VLMs, driving them to generate more BLV-
aligned text.

caption: cavendish bananas are 
the main commercial banana 
cultivars sold in the world 
market.

description: grocery store photo 
of several bunches of bananas

- We let VLMs generate descriptions then had them
assessed by crowdworkers.
- Process leverages sighted user feedback for cost-
effective, bias-reduced supervision.
- Dataset quality was validated by BLV educators at
schools for the blind.

- We trained VLMs on our dataset and measured the
effectiveness of the training with BLV and sighted
educators across 9 quality aspects.
- Shown are the 6 aspects rated by BLV educators.
- Fine-tuned 2B model shows significant gain in
usefulness and diversity.

- We also tested our dataset against existing datasets.
- BLIP2 trained on our data generalizes well to COCO.
- However, COCO-trained BLIP2 performs poorly on
our dataset.
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