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Captlon cavendish bananas are
' the main commercial banana
cultlvars sold in the world

N édescription: grocery store photo '
gof several bunches of bananas

- Existing vision-language models are often trained for
generating captions.

- This leaves out blind and low-vision individuals In
need of descriptions.

- We created a dataset of diagram descriptions for
training VLMSs, driving them to generate more BLV-
aligned text.

- We let VLMs generate descriptions then had them The diagram

shows the carbon

assessed by crowdworkers. cycle..

- Process leverages sighted user feedback for cost-

effective, bias-reduced supervision.
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- Dataset quality was validated by BLV educators at e 11 T = | The carbon cycle

. 1s 1llustrated..
schools for the blind.
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Please complete the following with respect to the image below and its description

pairs 1 and 2:

- For each pair, select the text that is the better overall description of the given

Image.
- Rate each text (left and right) with respect to the qualities listed.

- Copy and paste the overall best contributing sentence from each text.
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Tuning and Guided Generation Fine Tuning Guided Generation
Succinct ‘o Baseline Succinct ‘@ Baseline Succinct of - We trained VLMs on our dataset and measured the
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effectiveness of the training with BLV and sighted
educators across 9 quality aspects.

- Shown are the 6 aspects rated by BLV educators.
- Fine-tuned 2B model shows significant gain in
usefulness and diversity.
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Tested on Our Dataset Tested on COCO \

Precision@1 Precision@1l
2-way Cross-validation of BLIP-2 i .
- We also tested our dataset against existing datasets. Trainset  N/A (Pre-trained) ~ COCO  SIGHTATIONRETRIEVAL (Ours)
Recall@10 “Precision@5
. . Test set COCO Ours COCO OQOurs COCO Ours (¥ ¥
- BLIP2 trained on our data generalizes well to COCO. Ty TRy TR TR — \
. Recall@5 0.767 0.210 0.831 0.134 0.766 0.348 Recal
- However, COCO-trained BLIP2 performs poorly on Recallelo R o 0 s
Precision@ | 0.856 0.371 0.924 0.250 0.900 0.585
our dataset. Precision@5 0767 0324  0.831 0204 0.766 0.535 Recall@5 Precigion@10
Precision@10 — 0.263 — 0.175 — 0.425 --@- Trained on COCO --%-- Trained on COCO
~4-- Trained on Ours --A-- Trained on Ours
\‘__—___/ \\__—_//
\ Recall@1 Recall@1 j
Combined Effect Size Tuning Effect Size Guided Generation Effect Size Experiment ID Assessments for
Description Generators Metrics Desc " ™ Pesc
Aspect 2B 7B Aspect 2B 2B+GG B 7B+GG Aspect GPT 2B Base 2B DPO CLIP Score 0450 0.550
Sigl.IP Score 0.872 0.940
Succinct -0.09 1.69 Succinct 0.06 0.08 0.37 -0.11 Succinct 0.18 -0.17 0.17 : BLIP-2 Retrieval Score 0.511 0.490
: - - Experiment 3¢ Self-BLEU 0.305 0.280
Diverse 0.90 0.46 Diverse 0.87 1.08 -0.06 0.00 Diverse -0.13 -0.13 0.47 CHARTGEMMA (3B) PZC'_Score 0705 0716
Useful-Sum 0.39 0.53 Useful-Sum 0.20 0.55 0.14 0.36 Useful-Sum 0.48 -0.17 0.57 vs. LongClip-B 0316 0.684
Useful-MCQ -0.18 0.20 Useful-MCQ 0.29 0.00 -0.54 0.00 Useful-MCQ 0.13 -0.20 0.92 LongClip-L 0.559 0.441
USGfU.l-OEQ 0.76 0.00 US@fUl'OEQ 1.01 0.90 '0.74 'O. 19 User.l'OEQ 0.76 '0.07 0.77 . VLM_aS_a_Judge Evaluation Average 2.951 3.860
Factuality 3.068 4.119
Average 0.36 0.58 Average 0.49 0.52 -0.17 0.01 Average 0.28 -0.15 0.58 Informativeness 2.848 3.967
Nature 1.08 238 Nature 1.49 .06 -3.14 031 Nature 0.33 0.08 3.17 pueeinctess S o
versity 2.635 3.428
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